
The Physical Climate System





Has a climate model ever made a 
demonstrably succesful prediction?





Manabe & Wetherald predicted:

• Warming lower 
atmosphere

• Greater warming near 
the poles

• Cooling stratosphere

• More rain and higher 
humidity

All of these things have now happened.



Stratospheric Cooling

Major volcanoes



4.13

Stratospheric Changes and Climate

Unit data that are not treated for the influence of increasing 
CO2 (i.e., all Stratospheric Sounding Unit trends published 
prior to 2008) are affected by uncorrected changes in the 
retrieval weighting function.  The principal effect of cor-
recting the Stratospheric Sounding Unit weighting func-
tion for increasing CO2 is to increase the cooling trends 
by as much as ~0.2–0.4 K/decade throughout much of the 
stratosphere (see Figure 4 in Shine et al., 2008).  Recent 
analyses of Stratospheric Sounding Unit temperature data 
corrected for the increases in atmospheric CO2 are summa-
rized in Randel et al. (2009; compare Figures 18 and 19), 
and the updated figures of 60°S-60°N mean Stratospheric 
Sounding Unit temperatures are shown in Figure 4-8.  The 
Stratospheric Sounding Unit temperature data suggest that 
(1) the middle and upper stratosphere cooled more rapidly 

than the lower stratosphere (~1.5 K/decade for 1980–2005 
for channels centered ~40–50 km) and (2) stratospheric 
temperatures remained steady from ~1995–2005 from the 
lower stratosphere up to ~1 hPa.

The outlook for evaluation of future changes in 
stratospheric temperature is mixed.  It appears likely that 
multiple radiosonde and MSU/AMSU lower-stratospheric 
temperature analyses will continue to be available from 
several research teams.  The recent initiation of a refer-
ence upper-air observing network (Seidel et al., 2009) 
ERGHV� ZHOO� IRU� WKH� HYHQWXDO� DYDLODELOLW\� RI� KLJK� TXDOLW\�
temperature (and water vapor and other) observations to 
calibrate and evaluate satellite and radiosonde data.  Other 
data sets that will likely prove useful for future analyses of 
stratospheric temperatures include lidar deployed within 
the Network for the Detection of Atmospheric Composi-Network for the Detection of Atmospheric Composi-
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Figure 4-7.  (top) Zonal-mean lower-stratospheric 
temperature trends (K/decade) for 1979–2007 for 
each calendar month from MSU4 observations 
(MSU4 spans roughly 10–25 km in altitude, with a 
peak near 18 km).  The color contour interval is 0.35 
K/decade.  Warm colors indicate warming; cool col-
ors indicate cooling.  Hatching indicates where the 
trends are significant at the 90% confidence level.  
Results reproduced from Fu et al. (2010).  (bottom) 
Time series of 100 hPa temperature anomalies (K) 
averaged over the polar regions based on radiosonde 
measurements (adapted from Randel et al., 2009).
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Figure 4-8.  Time series of SSU temperature anoma-
lies (K) for channels indicated (Figure 18 from Ran-
del et al., 2009).  Data for channels 26x and 36x 
are shifted for clarity.  Exact weighting functions for 
the SSU satellite instrument can be found in Figure 
1 of Randel et al. (2009).  Channel 27 corresponds 
to ~34–52 km altitude, channel 36x to ~38–52 km, 
channel 26 to ~26–46 km, channel 25 to ~20–38 km, 
and channel 26x to ~21–39 km.

Piers Forster et al. 2010
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Unprecedented Arctic ozone loss in 2011
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Jonathan Davies10, Valery Dorokhov11, Hartwig Gernandt3, Bryan Johnson12, Rigel Kivi13, Esko Kyrö13, Niels Larsen14,
Pieternel F. Levelt5,6,15, Alexander Makshtas16, C. Thomas McElroy10, Hideaki Nakajima17, Maria Concepción Parrondo18,
David W. Tarasick10, Peter von der Gathen3, Kaley A. Walker19 & Nikita S. Zinoviev16

Chemical ozone destruction occurs over both polar regions in local winter–spring. In the Antarctic, essentially complete
removal of lower-stratospheric ozone currently results in an ozone hole every year, whereas in the Arctic, ozone loss is
highly variable and has until now been much more limited. Here we demonstrate that chemical ozone destruction over
the Arctic in early 2011 was—for the first time in the observational record—comparable to that in the Antarctic ozone
hole. Unusually long-lasting cold conditions in the Arctic lower stratosphere led to persistent enhancement in
ozone-destroying forms of chlorine and to unprecedented ozone loss, which exceeded 80 per cent over 18–20
kilometres altitude. Our results show that Arctic ozone holes are possible even with temperatures much milder than
those in the Antarctic. We cannot at present predict when such severe Arctic ozone depletion may be matched or
exceeded.

Since the emergence of the Antarctic ‘ozone hole’ in the 1980s1 and
elucidation of the chemical mechanisms2–5 and meteorological con-
ditions6 involved in its formation, the likelihood of extreme ozone
depletion over the Arctic has been debated. Similar processes are at
work in the polar lower stratosphere in both hemispheres, but differ-
ences in the evolution of the winter polar vortex and associated polar
temperatures have in the past led to vastly disparate degrees of spring-
time ozone destruction in the Arctic and Antarctic. We show that
chemical ozone loss in spring 2011 far exceeded any previously
observed over the Arctic. For the first time, sufficient loss occurred
to reasonably be described as an Arctic ozone hole.

Arctic polar processing in 2010–11
In the winter polar lower stratosphere, low temperatures induce
condensation of water vapour and nitric acid (HNO3) into polar
stratospheric clouds (PSCs). PSCs and other cold aerosols provide
surfaces for heterogeneous conversion of chlorine from longer-lived
reservoir species, such as chlorine nitrate (ClONO2) and hydrogen
chloride (HCl), into reactive (ozone-destroying) forms, with chlorine
monoxide (ClO) predominant in daylight5,7.

In the Antarctic, enhanced ClO is usually present for 4–5 months
(through to the end of September)8–11, leading to destruction of most
of the ozone in the polar vortex between ,14 and 20 km altitude7.
Although ClO enhancement comparable to that in the Antarctic
occurs at some times and altitudes in most Arctic winters9, it rarely
persists for more than 2–3 months, even in the coldest years10. Thus
chemical ozone loss in the Arctic has until now been limited, with
largest previous losses observed in 2005, 2000 and 19967,12–14.

The 2010–11 Arctic winter–spring was characterized by an
anomalously strong stratospheric polar vortex and an atypically long
continuously cold period. In February–March 2011, the barrier to

transport at the Arctic vortex edge was the strongest in either hemi-
sphere in the last ,30 years (Fig. 1a, Supplementary Discussion).

The persistence of a strong, cold vortex from December through to
the end of March was unprecedented. In the previous years with most
ozone loss, temperatures (T) rose above the threshold associated with
chlorine activation (Tact, near 196 K, roughly the threshold for the
potential existence of PSCs) by early March (Fig. 1b, Supplementary
Figs 1, 2). Only in 2011 and 1997 have Arctic temperatures below Tact

persisted through to the end of March, sporadically approaching a
vortex volume fraction similar in size to that in some Antarctic winters
(Fig. 1b). In 1996–97, however, the cold volume remained very limited
until mid-January and was smaller than that in 2011 at most times
during late January through to the end of March (Fig. 1b, Supplemen-
tary Figs 1, 2).

Daily minimum temperatures in the 2010–11 Arctic winter were
not unusually low, but the persistently cold region was remarkably
deep (Supplementary Figs 1, 2). Temperatures were below Tact for
more than 100 days over an altitude range of ,15–23 km, compared
to a similarly prolonged cold period over only ,20–23 km altitude in
1997; below ,19 km altitude, T , Tact continued for ,30 days longer
in 2011 than in 1997 (Supplementary Fig. 1b). In 2005, the previous
year with largest Arctic ozone loss7, T , Tact occurred for more than
100 days over ,17–23 km altitude, but all before early March.

The winter mean volume of air in which PSCs may form (that is,
with T , Tact), Vpsc, is closely correlated with the potential for ozone
loss7,15–17. In 2011, Vpsc (as a fraction of the vortex volume) was the
largest on record (Fig. 1c). Both large Vpsc and cold lingering well into
spring are important in producing severe chemical loss7,15,16, and
2010–11 was the only Arctic winter during which both conditions
have been met. Much lower fractional Vpsc in 1997 than in 1996, 2000,
2005 or 2011 (Fig. 1c) is consistent with less ozone loss that year16,17.
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Stratosphere-troposphere coupling

S/T coupling occurs during extended winter.

Figure from Mark Baldwin



Warming in the 
Arctic is roughly 
double that for the 
whole Earth.

Note different scales.



Screen & Simmonds, 2010

of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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Sea ice

• Reflects sunlight

• Blocks heat exchange 
between the ocean below 
and the air above



Albedo Feedback

Reduced albedo, 
more absorbed 

sunshine

Warming

Melting snow and 
ice

Increasing 
greenhouse 

gases

+



Sea Ice Insulation Feedback

More heat flowing 
upward from the 

warm ocean

Warming

Thinner ice

Increasing 
greenhouse 

gases

+







CMIP5 results
September ice extent 

CanESM  CNRM3 GFDL GISS E2-H  
GISS E2-R HadCM3 HadGEM2-CC HadGEM2-ES 
INMCM4 IPSL-CM5A-LR IPSL-CM5A-MRMIROC4H  
MIROC5  MIROC ESM  MIROC ESM-CHEM 
MPI ESM-LR MRI CGCM3 NCAR CCSM4 
NorESM1 Observations Ensemble Mean 

Stroeve et al. (2012)



Ice Volume (September) 

Ensemble Mean         PIOMAS-simulated ice volume 

Summer Minimum (September) 

Stroeve et al. (2012)



Stroeve et al. (2012)

Ice volume (March) 
Winter Maximum (March) 

Ensemble Mean         PIOMAS-simulated ice volume 



Forecasts for the 21st Century



Predicted warming over the 21st century
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The wet get wetter and the dry get drier.

Precipitation:
Late 21st century minus late 20th century



[6] Records from gauging stations at downstream loca-
tions were used as a basis for our analysis. Data are
available from downstream stations on major Eurasian and
N. American rivers during most years from 1964–2000.
Values for missing years were interpolated. Data sets
from downstream locations on some of the smaller rivers
are less complete. In these cases, discharge estimates at
downstream locations were derived from data collected
upstream. Details on temporal coverage and gauge loca-
tions for HJUBs rivers and for the 6 largest Eurasian
rivers are given by Déry et al. [2005] and Peterson et
al. [2002], respectively. Data sets on the remaining N.
American rivers are discussed by Déry and Wood [2005].
Data sets for the 10 smaller Eurasian rivers have not been
discussed in previous publications (see auxiliary material
for details).
[7] Filling of reservoirs after dam construction on

several of the rivers caused temporary decreases in dis-
charge. To explore the influence of these temporary
decreases on long-term trends in discharge, we added
back the missing water as fractions of total reservoir
volume spread evenly over the years of filling and
compared the resultant data to the observed discharge.
Long-term changes in water-use related to storage in
reservoirs are not accounted for in this analysis. Water
diversions in the HJUBs region have also influenced
discharge, causing decreases in some rivers and increases
in others [Déry et al., 2005]. Therefore, stations upstream
of the diversion-influenced sections of HJUBs rivers were
used in our analysis.
[8] Analyses of long-term trends in both the observed

and adjusted data were done using the Mann-Kendall test,
with linear changes in the data represented by Kendall-Theil
Robust Lines. This non-parametric approach is well suited
for evaluating changes in hydrologic regimes [Ziegler et al.,
2003; Déry et al., 2005]. The appendix of Déry et al. [2005]

provides a concise explanation of the statistics as applied to
river discharge data.

3. Results

[9] Discharge to the Arctic Ocean increased by 5.6 km3/y/y
during 1964–2000 (Figure 2a), a cumulative change
amounting to 208 km3/y greater discharge at the end of the
period as compared to the beginning. A large increase in
Eurasian arctic river discharge (Figure 2b) was only slightly
offset by a decrease in N. American arctic river discharge
(Figure 2c). The six largest Eurasian arctic rivers accounted
for 87% of the change in discharge from Eurasia to the Arctic
Ocean (Table 1). Expressed relative to size, however, dis-
charge from the ten smaller Eurasian arctic rivers changed at
a rate that was similar to that observed for the 6 largest
Eurasian arctic rivers (Table 1). Filling of reservoirs did not
have a major influence on the long-term trends, but was
more important in Eurasia than N. America (Figure 2).
[10] In contrast to the net increase in river discharge to

the Arctic Ocean, discharge to HJUBs decreased by about
2.5 km3/y/y during 1964–2000 (Figure 3), a cumulative
change amounting to 92 km3/y less discharge at the end of
the period as compared to the beginning. As with dis-
charge to the Arctic Ocean, filling of reservoirs did not
have a major influence on the long-term trend (Figure 3).
[11] River discharge to the Bering Sea is not included in

this analysis because of limited data. Even the Yukon River,
the largest in the region, was not consistently monitored at
downstream locations during 1964–2000. Nonetheless, we
did reconstruct discharge from the Yukon River using data
from upstream stations. Analysis of these data showed no
significant change in discharge (slope of Kendall-Theil
Robust line = 0.4 km3/y/y, p = 0.1).
[12] Overall, there was a net increase in river discharge

amounting to 3.2 km3/y/y over the 1964–2000 period
(Table 1, sum of all sources). Cumulatively, this year-to-

Figure 1. Watersheds of the Arctic Ocean and
Hudson, James, and Ungava Bays (HJUBs). Colored
points mark the mouths of the 72 rivers included in
this study. Blue = <6 km3/y. Yellow = 6 to <60 km3/y.
Red = 60 to 600 km3/y.

Figure 2. River discharge to the Arctic Ocean from 1964
through 2000. Linear trends are represented by Kendall-
Theil Robust Lines with p-values determined using the
Mann-Kendall test. Dashed lines and values shown in
parentheses reflect adjustments made to remove discharge
deficits from years of reservoir filling.
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Halocline



Two Greenhouse Indices
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Water Vapor Feedback

Water-vapor 
greenhouse 
strengthens

Warming

Increased 
atmospheric 
water vapor

Increasing 
greenhouse 

gases

+

As water vapor increases, precipitation and evaporation also increase.



Arctic Winter Cloud Feedback

Reduced OLR & 
increased 

downward LW

Warming

More  clouds

Increasing 
greenhouse 

gases

+



Ellesmere Island
80 ˚N

50 MYA
1200 ppmv CO2



Crocodiles need: Mean annual 

T>14.2°C & Cold month mean 

>5.5°C [Markwick, 1998] 

- Modern land temp. 

        - Eocene SST; 

 NLR&LMA, CLAMP 

[Greenwood and Wing, 1995] 

Crocodiles in Greenland, 

Palm trees in Wyoming! 

Observations (2nd/3): warm climate ~146-~34Ma 

Cool tropics, warm 

high-latitudes 

Eocene (50 MYA, ~1200 ppmv)

Slide from Eli Tziperman



consistent with the low-level decrease and higher-level
increase that would indicate increased convection. The
situation is quite different in the GFDL model, in which
there is no convection during winter and the winter polar
cloud fraction decreases (Fig. 2b). Interestingly, the
change in cloud profile in the GFDL model during the
month of October does suggest the onset of convection
over the IPCC AR4 4 3 CO2 scenario run. Additionally,
there are large increases in convective precipitation and
cloud radiative forcing in the GFDL model during this
month (not shown). The GFDL model loses sea ice
throughout the Arctic by the end of the run during the
month of September, but has regained much of the sea
ice coverage by November (not shown). In the transition
month of October the convective signal that is present in
the NCAR model is present in the GFDL model, but sea
ice quickly reforms in the GFDL model and the con-
vection ceases.

In Fig. 3a we plot the November–February cloud ra-
diative forcing at CO2 5 1120 ppm in all the IPCC
models from the CMIP3 archive as a function of the
November–February sea ice volume in the polar region
(see Fig. 4 for model symbol legend). Based on the line
of best fit, the average winter CRF is about 14 W m22

higher in the models that completely lose winter polar

sea ice at quadrupled CO2 than in the models with
the largest amount of sea ice remaining. As a point
of comparison, a doubling of CO2 leads to a global
mean radiative forcing of only 3.7 W m22 (Forster et al.
2007). Additionally, the MPI model loses an average of
39 W m22 from the surface between November and
February and the NCAR model loses 54 W m22, so that
this additional CRF is a significant term in the high-
latitude winter heat balance. This implies that the de-
gree of activity of the convective cloud feedback, which
can provide a strong radiative warming throughout the
winter, could be important for determining the late-
winter sea ice in these models. Indeed, there does appear
to be some relation between the activity of the convec-
tive cloud feedback during winter and the decrease
in March polar sea ice volume in the IPCC models
(Fig. 3b). The relation between changes in winter cloud
radiative forcing and March sea ice, however, may
indicate nothing more than the fact that models that lose
more winter sea ice are likely to lose more March sea ice.
In any case, we view the relation between changes in
winter cloud radiative forcing and changes in March
sea ice in the IPCC models as a reasonable basis for a
working hypothesis that the convective cloud feedback
could be important for predicting late-winter sea ice at

FIG. 1. Change in winter (November–February) Arctic climate over the course of the IPCCAR4 4 3 CO2 experiment. The models are
(a)–(d) NCAR CCSM3.0, which loses most Arctic winter sea ice and (e)–(h) GFDL CM2.0, which loses minimal winter Arctic winter sea
ice. For each variable, the difference between the mean over the last 10 yr and the mean over the first 10 yr is plotted. (a),(e) 2DSIC, the
negative of the change in sea ice concentration (100% means a complete loss of sea ice); (b),(f) DTAS, the change in surface air tem-
perature; (c),(g) DCRF, the change in cloud radiative forcing; and (d),(h) DPRC, the change in convective precipitation rate.
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the second CO2 doubling (Winton 2006)]; however, the
convective cloud feedback is still relevant for the other
models and possibly for future climate. The change in
winter polar cloud radiative forcing in all participating
models increases roughly linearly with the decrease in
winter sea ice volume (Fig. 3a). This suggests that the
convective cloud feedback is present, but not fully ac-
tive, even in models that do not completely lose winter
sea ice. This, in turn, suggests that all of the models
would show a more dramatic increase in winter cloud
radiative forcing, similar to that in the NCAR and MPI

models, if the CO2 were further increased or the in-
tegration were continued until the models were fully
equilibrated.

The activation of the convective cloud feedback in a
coupled GCM is the result of a combination of many
different, complex, and uncertain parameterizations and
parameters, including those in the sea ice, radiation,
convection, and cloud schemes. It is therefore not pos-
sible to identify a single reason indicating that two
models (NCAR and MPI) show this feedback fully ac-
tive and completely lose sea ice at quadrupled CO2,
whereas the feedback is only partially active or not ac-
tive at all in other models. Because it seems likely that
the feedback would activate in all of the IPCC models if
the CO2 were further increased, the disagreement be-
tween these state-of-the-art models appears to reflect
uncertainty in the threshold CO2 at which the feedback
activates (see also Abbot and Tziperman 2009).

Observational evidence suggests that during fall sea
ice loss is associated with increased cloud height and
deepening of the boundary layer (Schweiger et al. 2008),
which could be due to increased convection. We are
currently investigating the convective cloud feedback
using the observational record to determine, for exam-
ple, whether anomalies in sea ice during winter are re-
lated to anomalies in clouds, convection, and cloud
radiative forcing. Comparing these quantitative results
to model output should allow us to determine which
models reproduce the convective cloud feedback best.
This may help us understand the large spread in winter
sea ice forecasts in the IPCC AR4 4 3 CO2 experiment
(section 2) and potentially might allow insight into
which model results are most realistic.

Both the convective cloud and ocean heat transport
feedbacks must be active in order to eliminate March
sea ice at CO2 5 1120 ppm in CCSM (section 3). Be-
cause the HI CRF forcing field is generated using output
derived from CCSM once sea ice has been completely
eliminated, the HI CRF forcing field implicitly depends
on the ocean heat transport feedback, which was also
necessary to eliminate sea ice. Similarly, the HI OHT
forcing field depends on the convective cloud feedback,
which helped to eliminate sea ice in the CCSM run and
change the ocean heat transport. Therefore, in some
sense, our methodology of section 3 does not fully sep-
arate the two feedbacks in the LO OHT, HI CRF case
and the HI OHT, LO CRF cases. That said, our main
conclusion from section 3—that the elimination of March
sea ice in CCSM at CO2 5 1120 ppm requires both
feedbacks—remains valid.

Although many feedbacks may be important for de-
termining winter sea ice, in section 3 we only compared
the strength of the convective cloud feedback with that

FIG. 6. Seasonal cycle in moist convective mass flux (month vs
vertical level) averaged over the polar region in CAM when it is run
with a 50-m mixed layer and interactive clouds in the following
configurations: (a) a CO2 concentration of 280 ppm and ‘‘LO
OHT’’ (which reproduces the climate in CCSM at the start of the
IPCC AR4 4 3 CO2 run) and (b) a CO2 concentration of 1120 ppm
and ‘‘HI OHT’’ (which reproduces the climate in CCSM at the end
of the IPCC AR4 4 3 CO2 run). See the appendix for details.
Strong winter convection over the Arctic in the CO2 5 1120 ppm,
HI OHT run is evident.
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associated with large increases in winter surface temperature
(Figure S21) and is particularly significant once winter sea
ice is completely lost at CO2 = 2240 ppm (Figure S1). The
CRF is roughly as large in the CO2 = 560 ppm Eocene run
as in the CO2 = 2240 ppm modern run, which is related to
the fact that there is almost no sea ice in the Eocene run at
CO2 = 560 ppm (Figure S1). Generally warmer conditions
in the Eocene runs than in the modern runs result from the
different boundary conditions in the Eocene configuration,
such as the removal of ice sheets and changes in vegetation.
Interestingly, the increase in CRF with CO2 appears to occur
over land as well as over ocean. For example, the high-
latitude increase in surface temperature and CRF between a
CO2 of 280 ppm and 2240 ppm are roughly equivalent over
land and ocean for both models (Figure S3). Here we define
ocean gridpoints as those with a landfraction of zero and
land gridpoints as those with a landfraction of one.
[7] Changes in CRF are significant compared to other

terms affecting high-latitude heat balance. For example, the
winter CRF averaged north of 60!N is 15.9 W m!2 higher in
the CO2 = 2240 ppm modern run than in the CO2 = 280 ppm
modern run and 15.1 W m!2 higher in the CO2 = 560 ppm
Eocene run than in the CO2 = 280 ppm modern run. For
comparison, winter heat transport into the region north of
60!N is 16.8 W m!2 lower in the CO2 = 2240 ppm modern
run than in the CO2 = 280 ppmmodern run (Table S1) and the
radiative forcing due to increased CO2 is about 12 W m!2

higher, assuming 4 W m!2 per doubling of CO2.
[8] Changes in winter high-latitude CRF over both land

and ocean are closely linked to changes in surface tem-
perature, whether these changes in surface temperature are
due to increases in CO2 or changes in boundary conditions
(Figure 2). Over ocean, according the convective cloud

feedback, we expect CRF and surface temperature in-
creases to be related to the loss of sea ice. Over land, how-
ever, the link between increases in surface temperature and
increases in CRF is not clear. More generally, the similarity
between CRF increases over land and ocean is an unex-
pected result.
[9] As an initial investigation into the cause of CRF

increases over land, we test the onset of CRF increases as
CO2 is increased. Because the CRF changes more with CO2

in the modern runs, we will focus on them for the moment.
We expect that increases in CRF and surface temperature
associated with the convective cloud feedback should occur
over the same CO2 doublings that sea ice is lost [Abbot and
Tziperman, 2008b], which is the case over ocean (Figures 3a–
3c). Over land, however, surface temperature (Figure 3f) and
CRF (Figure 3g) increase by a roughly equal amount with
each doubling of CO2. This implies that the cause of the
increase in CRF over land may not be directly associated
with the convective cloud feedback.
[10] To further investigate the CRF increases with CO2

we show the change in the winter zonal average of various
cloud properties between modern runs at a CO2 of 2240 ppm
and 280 ppm over both ocean and land (Figure 4). We find
similar results when we consider the Eocene runs. Over both
ocean and land the cloud fraction increases at high latitudes
(Figures 4a and 4b). Cloud condensate also increases over
both ocean and land, although the change occurs at a lower
altitude over land (Figure 4d) than ocean (Figure 4c).
Consequently the change in effective cloud fraction, which
is the product of the cloud fraction and cloud emissivity and is
a measure of the cloud’s interaction with longwave radiation,
has a maximum at a higher altitude over ocean (Figure 4e)
than over land (Figure 4f).
[11] CAM diagnostically calculates cloud fraction for

three types of cloud: convective clouds, which are parame-
terized as a linear function of the logarithm of the convective
mass flux; layered clouds, which are parameterized based on
the relative humidity; and marine stratus clouds, which only

Figure 1. Northern hemisphere winter (DJF) cloud
radiative forcing as a function of CO2 concentration. Output
from both (a)–(e) the CAM atmospheric GCM run in slab
ocean mode with modern boundary conditions and (f)–(i)
the CCSM coupled ocean-atmosphere GCM with Eocene
boundary conditions are displayed. The CO2 concentration
is given to the left of the plots.

Figure 2. Winter (DJF) cloud radiative forcing averaged
north of 60!N as a function of surface temperature averaged
north of 60!N, which changes due to either changes in
boundary conditions or CO2. For each of the following cases,
one datapoint represents one model run at a different CO2

concentration: modern configuration land (red diamonds),
Eocene configuration land (red squares), modern configura-
tion ocean (blue circles), and Eocene configuration ocean
(blue triangles).

1Auxiliary materials are available in the HTML. doi:10.1029/
2008GL036703.
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Conclusions

• Current models do not account 
for the observed rapid melt-back 
of the Arctic sea ice. 

• The Arctic shows us climate 
change in “fast forward.”

• The positive surface albedo 
feedback is only one of several 
contributing factors.

• Cloud and water vapor feedbacks 
may also be very important.



Schematic of accelerated warming in the Arctic-Boreal zone
from effects in the physical climate system.

! 4!

Physical Climate System (PCS)  -  As noted above, the Arctic region is expected to continue to 
warm more quickly than the global average, mainly because of reduced sea ice-albedo feedback 
effects. The Boreal region is also warming, with associated  significant drying in the continental 
interiors of Siberia, in Canada east of the Rockies, and in interior Alaska. The Boreal region is 
predicted to warm due to three proximal effects: mid-continental warming and drying; reduced 
snow cover and hence a reduced snow albedo; and reduced cold air advection from a rapidly 
warming Arctic region to the north (see Fig. 2); 

 
Fig 2.  Schematic of accelerated warming in the ABZ from effects in the physical climate system.  

 

Biogeochemistry  (BGC) - The Arctic land areas contain deep carbon stores in the permafrost, 
and the Boreal Zone has large carbon stores in saturated organic soils (bogs and discontinuous 
permafrost), mineral soils and the forest biomass. These frozen and saturated soil carbon stores 
are expected to release methane (CH4) and carbon dioxide (CO2) as they warm and dry. 
Unsaturated Carbon stores are expected to release CO2 through accelerated decomposition, 
oxidation and increased fire frequency. Although there may be some offset to these carbon losses 
due to increased photosynthesis and net primary production, the extent of this countering effect 
has not yet been well-quantified. First-cut analyses by O’Connor et al., 2010; Wickland)et#al.)
2006,)and))Wik)et#al.)2011 indicate that the ABZ may become a huge source of CO2 and CH4 
and accelerate further global warming with amplified effects in the ABZ (see Fig. 3); 


